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1
AUTOMATIC SEGMENTATION AND
CHARACTERIZATION OF CELLULAR
MOTION

BACKGROUND

The present techniques relate generally to the evaluation
and assessment of cellular cultures, tissues and organisms
which may be used to assess pharmacological effects. In
particular, the present techniques relate to the use of visual
motion analysis in the evaluation and assessment of cellular
motion.

The focus of the pharmaceutical industry is typically to
develop new and medically useful drugs that are effective at
treating a disease or disorder of a patient. In addition, it is
generally desirable that such new and useful drugs have few
or no adverse side effects. However, as should be apparent,
the number of compounds that might be useful as drugs far
exceeds the number that will ultimately be developed. As a
result, the pharmaceutical industry screens vast numbers of
drug candidates in an attempt to select those few that warrant
additional testing and development.

One such screening technique utilizes simple living system
based assessment, e.g. cell assays, to determine the effect of a
compound on one or more characteristics of a cell culture.
Such cell assays are relatively inexpensive compared to in
vivo animal studies and therefore provide a cost effective way
to perform large-scale screening of compounds. In particular,
a typical cell assay may involve applying a compound of
interest to a cell culture and subsequently evaluating one or
more characteristics of the cells forming the culture. Based
upon the evaluation of the characteristics, the effect of the
compound may be evaluated.

In some instances, however, it may be difficult to assess the
effect of the compound on the characteristic of interest. For
example, in some instances, the characteristic of interest may
not be attributable to a single cell but may instead be a char-
acteristic of a group of cells. One example of such a charac-
teristic is the coordinated motion of cells, such as cardiac
cells, that may correspond to the rhythmic or periodic motion
of a corresponding organ, such as the beating of a heart.

Currently, however, there is no way to effectively assess
such coordinated motion in a quick, objective, and reproduc-
ible manner. For example, one current technique for assessing
treatment effects on coordinated cellular motion involves
having an observer watch a video of the cell culture after
treatment with a compound and make an assessment of the
effect ofthe compound on the coordinated motion of the cells.
Such observer based analysis, however, is subjective, slow,
and generally not reproducible.

Alternatively, aggregate area measurements of one or more
electrical properties of the cells of the culture may be made
and, based upon changes in the one or more electrical prop-
erties, an assessment of the effect of the compound on the
motion of the cells may be made. Such electrophysiological
assays, however, may be problematic due to the technical
difficulty involved in performing the assay as well as to rela-
tively low throughput, which may be unsuitable for mass
screenings. Further, there may be a poor correlation between
the aggregate electrical measurements and the cellular
motion. In addition, to the extent that the characteristic of
interest is coordinated motion, not simply cellular motion in
general, such aggregate electrical measurements may not be
useful in assessing the coordinated nature of the cellular
motion.
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2

It is, therefore, desirable to be able to more effectively
assess certain cellular characteristics, such as characteristics
associated with cellular motion, when determining the effect
of'a compound on the cells.

BRIEF DESCRIPTION

In accordance with the present technique, motion data is
derived from images of one or more cells. The image is
segmented based on the image data itself, and the image data
of each individual cluster is analyzed to extract a motion
signal. Motion signals may then be used to evaluate the prop-
erties or motion of the one or more cells, such as by perform-
ing a time-based analysis, such as a time series analysis, on
the one or more motion components. Based on the evaluation
of the cells, an effect of a treatment administered to the cells
may be evaluated and/or the state of some or all of the cells
may be determined.

In one aspect of the present technique, a method is pro-
vided for evaluating cellular motion and/or properties. This
method includes the act of acquiring a plurality of images of
one or more cells and segmenting the images into a plurality
of clusters. Motion signals for the one or more cells are
extracted for each of the plurality of clusters. At least one of
cellular motion properties or cellular properties is evaluated,
based on the motion signals.

In a further aspect of the present technique, a computer
program is provided on one or more computer-readable
media. The computer program includes a memory storing
executable instructions configured to receive image data cor-
responding to images acquired over time of a plurality of
cells. In addition the computer program includes executable
instructions configured to segment the image data into a plu-
rality of clusters, wherein each individual cluster represents
only a portion of the plurality of cells and wherein the image
data is not separated into motion components before being
segmented into the plurality of clusters. Further, the computer
program includes executable instructions configured to
extract a motion signal from each respective cluster of the
plurality of clusters; evaluate at least one of cellular motion
properties or cellular properties based on the motion signal
from each respective cluster; and generate an output indica-
tive of the cellular motion properties of the plurality of clus-
ters.

In an additional aspect of the present technique, an image
analysis system is provided. The image analysis system
includes an imager configured to optically analyze a plurality
of cells and data acquisition circuitry of the plurality of cells
via the imager. The image analysis system also includes data
processing circuitry configured to segment image data from
the images of the plurality of cells into a plurality of clusters,
extract a motion signal from image data of each individual
cluster, and evaluate at least one of cellular motion properties
or cellular properties based on the motion signal of each
individual cluster.

BRIEF DESCRIPTION OF THE DRAWINGS

The patent or patent application contains at least one draw-
ing executed in color. Copies of this patent or patent applica-
tion publication with color drawings will be provided by the
Office upon request and payment of the necessary fee. These
and other features, aspects, and advantages of the present
invention will become better understood when the following
detailed description is read with reference to the accompany-
ing drawings in which like characters represent like parts
throughout the drawings, wherein:
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FIG. 1 is a diagrammatical view of an exemplary system
for use in acquiring image data of cells, in accordance with
aspects of the present technique;

FIG. 2 is a flow chart depicting acts for determining treat-
ment effects on cultured cells, in accordance with the present
technique;

FIG. 3a is a graphical representation of a mixed motion
signal extracted from image data;

FIG. 35 is a graphical representation of separated motion
signals extracted from image data;

FIG. 4 is a flow chart depicting an example of a segmen-
tation technique;

FIG. 5a is an image representing a foreground mask
applied to regions with beating cells;

FIG. 56 shows individual foreground blocks of the image
of FIG. Sa;

FIG. 5¢ shows the appearance function for three individual
foreground blocks of FIG. 55,

FIG. 5d shows the autocorrelation function for three indi-
vidual foreground blocks of FIG. 5b4;

FIG. 5e shows the nearly periodic motion features for three
individual foreground blocks of FIG. 556;

FIG. 6a is an affinity matrix representing the image of FIG.
Sa;

FIG. 6b shows affinity propagation clusters representing
the image of FIG. 5q;

FIG. 6c¢ is the classification representing the image of FIG.
Sa;

FIG. 7a is an image representing synthetic data;

FIG. 76 shows data representing two identified regions of
FIG. 7a;

FIG. 7¢ shows data representing three identified regions of
FIG. 7a;

FIG. 8a is an image representing segmentation results for
data including two regions;

FIG. 86 shows an example of an extracted motion signal;

FIG. 8¢ is an image representing segmentation results for
data including three regions;

FIG. 8d shows the extracted motion signal for FIG. 8¢;

FIG. 9a is an image representing segmentation results;

FIG. 94 is an image representing segmentation results;

FIG. 9¢ is an image representing segmentation results;

FIG. 9d is an image representing segmentation results;

FIG. 9¢ is an image representing segmentation results;

FIG. 9f'shows the extracted motion signal for FIG. 9a;

FIG. 9¢g shows the extracted motion signal for FIG. 954;

FIG. 9/ shows the extracted motion signal for FIG. 9¢;

FIG. 9i shows the extracted motion signal for FIG. 9d; and

FIG. 95 shows the extracted motion signal for FIG. 9e.

DETAILED DESCRIPTION

The present technique is directed to the high-throughput
screening of treated and/or untreated cell cultures using auto-
mated or semi-automated optical methods. For example, in
one embodiment, the present technique may be utilized to
assess treatment effects of compounds on cellular motion,
thereby potentially providing insight into the effect of a com-
pound on the motion or coordination of motion of treated
cells. In such an example, a high-throughput microscope may
be employed to obtain a video of a treated collection of cells.
Frames of the video (e.g., image data) may be analyzed as
provided herein to segment the images into cluster with par-
ticular characteristics or patterns to generate data represent-
ing cellular motion over time. Provided herein are novel
motion-based segmentation techniques in which cellular
image data is segmented into regions with different beating
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rhythms. In particular embodiments, the techniques may be
implemented without specifying the number or characteris-
tics of regions beforehand. The regions can then be charac-
terized separately for improved cellular motion analysis.

Analysis of cell motion via video microscopy is non-inva-
sive and at least partially automated. While certain techniques
may involve analysis of an overall motion field of a whole
image (e.g., an image that is not segmented prior to a deter-
mination of motion data), such whole field analysis may be
more suitable for dense populations of cells that exhibit rela-
tively uniform motion characteristics. For less dense popula-
tions of cells, or cells of any density that exhibit intrafield
variability in motion characteristics, an overall motion analy-
sis of the whole image may mask the variability within the
image. That is, extracted overall signals from a whole image
may represent a mixture of different motion characteristics.

In addition, cell clusters with synchronous motion may
have different and inhomogeneous motion trajectories within
the clusters, and the trajectories are dependent on the relative
locations of cells and/or the distances to the beating cells.
Therefore the clusters may not be separated based on motion
trajectories.

Provided herein are techniques that incorporate motion-
based segmentation that, in particular embodiments, involve
segmenting image data from cells and extracting individual
clusters to facilitate separate measurement of regions beating
with different patterns. The techniques may be used with cells
of'various plating densities or cells with varying growth and/
or motion patterns. Such techniques may provide improved
analysis of cellular motion. The techniques involve segment-
ing images based directly on the image data itself. In certain
embodiments, the segmentation is not based on motion field
data or is not trajectory-based segmentation.

In this manner, cellular motion from segmented images
may be used in the evaluation of different treatments or envi-
ronmental factors where effects on cellular motion may be
expected. For example, the techniques discussed herein may
be useful in evaluating drug candidates for effects on the
cardiac cycle, such as for the potential to induce arrhythmias.
In such a screening context, the various candidate compounds
may be evaluated for their effects on the QT interval or other
recognized heart cycle intervals of interest. For example, drug
candidates may be screened to assess whether they prolong
the QT interval, which has been theorized as being linked to
arrhythmiogenesis. In such an implementation, the candidate
compounds may be assayed to determine their effects on
sheets or panels of mature cardiomyocytes which, untreated,
would move in a coordinated, rhythmic manner at a given
frequency. Compounds that alter the rhythmic motion of the
cardiomyocytes, either by causing the frequency of the rhyth-
mic motion to increase or decrease or by disrupting the coor-
dination of the motion, may warrant further scrutiny for
potential effects on the cardiac cycle. As provided herein, the
techniques may assess motion from clusters or groups of cells
in an image field.

With the foregoing in mind, an exemplary imaging system
10 capable of operating in accordance with the present tech-
nique is depicted in FIG. 1. Generally, the imaging system 10
includes an imager 12 that detects signals and converts the
signals to data that may be processed by downstream proces-
sors. As described more fully below, the imager 12 may
operate in accordance with various physical principles, such
as optical principles, for creating the image data. In general,
the imager 12 generates image data, of any dimension, in a
conventional medium, such as photographic film, or in a
digital medium. For example, in some embodiments the
imager 12 may generate one or a limited numbers of lines or
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partial lines of image data, i.e., substantially one-dimensional
image data. In other embodiments, the imager 12 may gen-
erate substantially two-dimensional image data encompass-
ing an area, i.e., a circular, square, rectangular, or similar area.
Furthermore, in one embodiment, the imager 12 may provide
some degree of magnification while in other embodiments the
imager 12 provides little or no magnification. For example, in
one implementation, the imager 12 may be a microscope,
such as a high-throughput microscope, suitable for image
and/or video acquisition under magnification at suitable light
wavelengths (such as visible, infrared, and/or ultraviolet light
wavelengths). For example, the imager 12 may be any suit-
able imaging device, including a line scan camera, a fluores-
cence microscope, a confocal fluorescence microscope, a
laser scanning confocal microscope, or a total internal reflec-
tion fluorescence microscope.

In the depicted embodiment, the imager 12 is configured to
image a cell culture 14, such as a culture of myocytes or other
suitable cells 16, grown on a slab 18 of suitable culture media,
such as a 100 umx100 pm slab of culture media, under suit-
able culture conditions, such as at 37° C. and 5% CO,. While
such a collection of cells (a slab) is one possible medium upon
which the one or more cells 16 can be provided, the one or
more cells 16 may alternatively be provided or grown on other
sizes or configurations of media and may, in some implemen-
tations, be provided as a volume for analysis. The cell culture
14 will typically be of a cell type and maturity suitable for
performing a desired assay or for otherwise assessing a
desired treatment effect. In some embodiments, the cell cul-
ture 14 may include progenitor cells or other cells which are
matured or grown into the desired cell type, such as myocytes.

In one embodiment, the imager 12 operates under the con-
trol of system control circuitry 22. The system control cir-
cuitry 22 may include a wide range of circuits, such as cir-
cuitry controlling the emission of various types of
electromagnetic radiation (such as visible, infrared, and/or
ultraviolet light, X -rays, electron beams, and so forth) for use
in the imaging process. Likewise, in some embodiments, the
system control circuitry 22 may include timing circuitry, cir-
cuitry for coordinating data acquisition in conjunction with
movement of a sample, circuitry for controlling the position
of the imager 12 and/or the samples undergoing images, and
so forth.

In the present context, the imaging system 10 may also
include memory elements 24, such as magnetic, solid state, or
optical storage media, for storing programs and routines
executed by the system control circuitry 22 and/or by associ-
ated components of the system 10, such as data acquisition
circuitry 26 and/or data processing circuitry 28. The stored
programs or routines may include programs or routines for
performing all or part of the present technique.

Inthe depicted embodiment, data acquisition circuitry 26 is
employed to acquire image data from the imager 12. In opti-
cal embodiments, the data acquisition circuitry 26 may be
configured to acquire image data via one or more optical
sensing elements, such as elements that may be found in
digital cameras, that are disposed on or in the imager 12. The
acquired image data may be digital or analog in nature and
may, in certain embodiments, represent sequential images or
video composed of such sequential images. In embodiments
where the initially acquired image data is analog in nature, the
data acquisition circuitry 26 may also be configured to con-
vert the analog data to a digital format. Likewise, the data
acquisition circuitry 26 may be configured to provide some
initial processing of the acquired image data, such as adjust-

25

40

45

6

ment of digital dynamic ranges, smoothing or sharpening of
data, as well as compiling of data streams and files, where
desired.

The image data acquired by the data acquisition circuitry
26 may be processed, such as by data processing circuitry 28
in the depicted embodiment. For example, in certain embodi-
ments, the data processing circuitry 28 may perform various
transformations or analyses of the image data, such as order-
ing, sharpening, smoothing, feature recognition, and so forth.
Prior or subsequent to processing, the image data may be
stored, such as in memory elements 24 or a remote device,
such as a picture archiving communication systems or work-
station connected to the imaging system 10, such as via a
wired or wireless network connection.

The raw or processed image data may, in some embodi-
ments, be provided to or displayed on an operator workstation
32. In such embodiments, the operator workstation 32 may be
configured to allow an operator to control and/or monitor the
above-described operations and functions of the imaging sys-
tem 10, such as via an interface with the system control
circuitry 22. The operator workstation 32 may be provided as
a general purpose or application specific computer 34. In
addition to a processor, the computer 34 may also include
various memory and/or storage components including mag-
netic and optical mass storage devices, internal memory, such
as RAM chips. The memory and/or storage components may
be used for storing programs and routines for performing the
techniques described herein that are executed by the com-
puter 34 or by associated components of the imaging system
10. Alternatively, the programs and routines may be stored on
a computer accessible storage and/or memory remote from
the computer 34 but accessible by network and/or communi-
cation interfaces present on the compute 34.

The computer 34 of the operator workstation 32 may also
comprise various input/output (I/0) interfaces, as well as
various network or communication interfaces. The various
1/O interfaces may allow communication with user interface
devices of the operator workstation 32, such as a display 36,
keyboard 38, mouse 40, and/or printer 42, that may be used
for viewing and inputting configuration information and/or
for operating the imaging system 10. The various network and
communication interfaces may allow connection to both local
and wide area intranets and storage networks as well as the
Internet. The various /O and communication interfaces may
utilize wires, lines, or suitable wireless interfaces, as appro-
priate or desired.

Though a single operator workstation 32 is depicted for
simplicity, the imaging system 10 may actually be in com-
munication with more than one such operator workstation 32.
For example, an imaging scanner or station may include an
operator workstation 32 used for regulating the parameters
involved in the image data acquisition procedure, whereas a
different operator workstation 32 may be provided for view-
ing and evaluating results.

For the purpose of explanation, certain functions and
aspects of the present technique have been described as being
separate and distinct or as being associated with certain struc-
tures or circuitry. However, such distinctions have been made
strictly to simplify explanation and should not be viewed as
limiting. For example, for simplicity the preceding discussion
describes implementation via a discrete imaging system 10
and operator workstation 32. As will be appreciated, however,
certain functions described as being performed by the imag-
ing system 10, such as data acquisition, data processing,
system control, and so forth, may instead be performed on the
operator workstation 32 or may have differing aspects, some
of' which are performed on the imaging system 10 and others
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of which are performed on the operator workstation 32.
Indeed, in practice, virtually all functions attributed to the
imaging system 10, with the possible exception of the func-
tions attributed to the imager 12, may be performed on an
operator workstation 32. In other words, the data acquisition
circuitry 26, memory 24, data processing circuitry 28, and/or
system control circuitry 22 may be provided as hardware or
firmware provided in an operator workstation 32 and/or as
software executable by the operator workstation 32. For
example, some or all of the circuitry described herein may be
provided as routines executed on a suitable processor or
coprocessor of a computer 34 of an operator workstation 32.
Indeed, it should be understood that the term circuitry, as used
herein, encompasses, dedicated or generalized hardware or
firmware implementations and/or processor-executable soft-
ware implementations suitable for implementing the
described functionality. In a specific embodiment, the present
techniques may be implemented on an IN Cell platform (GE
Life Sciences, Piscataway, N.I.), such as an IN Cell Analyzer
6000. It should be understood that such a platform may be
implemented with hardware modifications (such as a modi-
fied imager) and software modifications as provided herein.
In one embodiment, the IN Cell Analyzer 6000 or other
suitable cell imaging device may be modified with a camera
that acquires images at least 1 frame per second (or, at least 5,
10, 20, or 30 frames per second) and with a software upgrade
that facilitates the techniques for segmenting the acquired
images.

In view of the foregoing, and referring now to FIG. 2,
examples of implementations illustrating one aspect of the
present technique are described. In the depicted implementa-
tion, one or more cells 16 are treated (block 50) with a desired
chemical or physical stimulus to produce one or more respec-
tive treated cells 52. The cells 16 may be any appropriate cell
type, including mammalian cells, human cells, immortalized
cell lines, myocytes (such as cardiomyocytes), progenitor
cells, and so forth. While the one or more cells 16 may be
provided in vitro, i.e., as part of a cell culture 14 (FIG. 1), in
some embodiments, in other embodiments, in vivo cells (such
as the cells of a model organism or tissue sample) may be
employed. For example, in one implementation, cells of a
model organism that is conducive to internal optical inspec-
tion may be employed. One example, of such an organism is
a zebra fish, which has semi-transparent characteristics,
allowing internal organs, tissues, and cells to be visually
observed. Other examples of potential model organisms
include Caenorhabditis elegans, various species of the genus
Drosophila, and so forth. In such in vivo embodiments, the
model organism or organisms may be fixed in a generally
transparent medium to immobilize the organisms before or
after application of the desired treatment to the organisms.
The internal cells, tissues, or organs of interest in the fixed
organisms may then be microscopically observed.

As will be appreciated, the term “treatment™ as used herein
may encompass various physical or chemical stimuli applied
to the cells 16. For example, a treatment may include electri-
cal, mechanical, thermal, or other modifications to the physi-
cal environment of the cells 16. Likewise, a treatment may
include application of a compound or mixture of compounds
to the cells 16. Such a compound may be a test compound or
drug candidate being reviewed for pharmacological effects or
side effects. In such chemical treatment implementations, the
compound administered may be any molecule, either natu-
rally occurring or synthetic, e.g., protein, oligopeptide (e.g.,
from about 5 to about 25 amino acids in length), small organic
molecule, polysaccharide, lipid, fatty acid, polynucleotide,
oligonucleotide, etc., to be tested for effects on the cell culture
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14. The test compound can be in the form of a library of test
compounds, such as a combinatorial or randomized library
that provides a sufficient range of compound structural diver-
sity. Further, in some embodiments, cells may be genetically
altered by “knocking out” or silencing specific genes in order
to mimic different metabolic or familial cellular disorders.

Once the treated cells 52 are generated, images 56 are
acquired (block 54) of the treated cells. In one embodiment,
the images 56 may be sequentially acquired, such as at a give
time interval (every half-second, second, two second, and so
forth). Alternatively, the images 56 may be acquired as part of
a video, i.e., the images 56 may be frames of a video. In one
implementation, the frequency at which images 56 are gen-
erated is about twice (or greater) the frequency of the motion
under observation. By way of example, if the motion of car-
diomyocytes was under observation and such motion was
believed to have a frequency of approximately 4 Hz, the rate
at which images 56 are generated would be about 8 Hz or
greater in this example, i.e., 8 frames per second or greater
(e.g., 10-20 frames per second). In embodiments where the
images 56 are acquired under magnification, such as using a
high-throughput microscope, the images 56 may represent
the treated cells at 2x, 4x, 8x, 16x, 32x or some other suitable
magnification.

Based upon the images 56, segmented image data 60 may
be generated (Block 58). In the depicted embodiment, the
segmented image data 60 represents identification of indi-
vidual clusters of cells with common characteristics, e.g.,
beating frequency for cardiomyocytes, based on the image
data. In particular embodiments, the number of clusters
within the image data is unknown before segmentation takes
place. In other embodiments the number of clusters is prede-
termined.

Segmenting cells based on their motion patterns facilitates
correctly extracting motion signals. Certain approaches
based on the analysis of motion fields are less effective as they
assume that all cells are connected and beat at the same
rhythm. However, in the case of multiple cell colonies that
undergo different motion patterns, the extracted signals are
mixtures of different motion characteristics from all colonies
and thus difficult to separate. In addition, such techniques
may use an assumption that the cell population is dense and
occupies most of the image, which may not be the case.
Segmenting cells based on their motion patterns is also a
difficult task. Cardiomyocytes have similar appearance and
are connected, and there are no clear boundaries among
regions with different beating patterns. Thus traditional tex-
ture or intensity-based segmentation is not as effective. More-
over, the trajectories of tissues under the same beating rhythm
can be very different depending on their relative locations in
the cell population and distances to the beating cells. There-
fore segmentation methods based on motion trajectory and
image clustering, which is well studied in object recognition
and computer vision, do not work well for cardiomyocytes
segmentation. Another drawback of motion trajectory based
methods is that the results depend on the accuracy of motion
estimation, e.g., optical flow or deformable registration.
When the cell motion is too little or too large, the cells lack
texture, or image contrast changes over time, the computed
motion fields are less accurate and may cause errors in the
segmentation results

The motion segmentation approach solves problems pre-
sented by previous techniques. Once the individual clusters
are identified, motion signals 64 are extracted from each
respective cluster (Block 62). That is, in embodiments in
which there are two or more clusters of cells, the motion
signals 64 are not representative of the overall image motion
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data, but instead represent each individual cluster. Various
techniques may be applied to extract the motion signal 64. In
some implementations, traditional optical flow algorithms
may be applied to extract the motion signal 64 from the
segmented image data 60. In such implementations, a con-
straint, such as an intensity constraint, may be employed to
enforce some degree of quality control (such as regarding
consistency or smoothness) on the extracted motion signal
64. In other implementations, other motion extraction tech-
niques may be employed. An example of such an alternative
motion extraction technique employs deformable registration
algorithms or modified versions of such algorithms to extract
the motion data.

Because the motion signal 64 may be complex, it may be
desirable to remove or reduce some of the complexity to
facilitate analysis. This may be accomplished in various
ways. For instance, in one embodiment, the motion signal 64
is decomposed to generate respective components that may
be used to evaluate or characterize the observed motion. Such
decomposition may be performed using principal component
analysis on moving texture, i.e., image intensity, as opposed
to motion fields. In other embodiments, the techniques pro-
vided herein may be used in conjunction with PCA and seg-
mentation based on motion fields. For example, the k,,, clus-
tered region is denoted as

Nk
Cy ={xi} .
i=1

with N, being the number of pixels in C,. The moving texture
is represented as

TlO=U 1), - - - >I(kakxl)]T (6]

The low dimensional motion signal is then extracted by
applying PCA to the set of T,(t) for t=0 .. . N. FIG. 34 shows
a mixed signal representative of the motion field component
of an overall image derived from a video sequence of two
cardiomyocytes with different beating rates. A single signal
68 results from the analysis, despite the source image show-
ing two beating rates. FIG. 35 shows an example of first
principal components extracted from two clusters segmented
according to the techniques provided herein in which the
different signals 70 and 72 are representative of two beating
rates.

FIG. 4 is an implementation of segmenting image data into
clusters (e.g., block 58). A foreground segmentation (block
80) of an image sequence 78 subtracts stationary regions,
with or without tissues, that do not contribute to a cellular
motion signal. In one example, in the case of cardiomyocytes,
such regions may have a similar appearance to the beating
cardiomyocytes and may lack identifiable boundaries
between them. In a specific embodiment, stationary back-
ground may be subtracted based on temporal variation of
image intensity, such as

O x)=std ({(x, 1)), @

which is the standard deviation (std) of intensity I over time t
for every pixel x. The foreground is segmented by threshold-
ing o,(x) with a threshold selected by histogram analysis,
followed by morphological operations. The resulting binary
foreground mask is denoted as m(x). After the stationary
features are removed, feature extraction is performed (block
82). One example of feature extraction is a nearly periodic
motion feature (NPMF) based on periodic features and the
similar frequency spectrum of synchronous cells. First, the
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image is divided into non-overlapping blocks of equal size to
reduce computation and be robust to noise. In a specific
example, the block size is chosen to be 32x32. However, any
suitable block size may be chosen. For example, each block
may consist of a single pixel or may be a 2x2, 4x4, 64x64, or
other size block. If a large portion of a block is determined to
include foreground pixels, that block is designated a fore-
ground block (FB). Otherwise, a block is designated to be a
background block. For each FB b,, an appearance function
describes the moving textures caused by cellular motion. The
appearance function, in one embodiment, may be the mean
intensity change over time for the foreground pixels, i.e.,

(. 0 = I(x, 0)m(x) ®

2 mix, 1),

xebi

a(n) =

xebi

where I(x, 0) is the image at first time frame. Appearance
functions for FBs with different beating rates are often dif-
ferent, but FBs that beat with the same rate may also be
different because of other appearance features such as the
inhomogeneous textures of the cells and cellular motion that
dependent on cell locations.

Accordingly, feature extraction may also include a motion-
sensitive feature based on the autocorrelation function (ACF)
of a,(t). Given a time series a,(t), the ACF is defined as the
cross-correlation of itself as a function of time shift T, i.e.,

El(a;(0) — @)@t + 1) - @)]
(@)

Rai(1) = @

where a; and 0°(a,) are the mean and variance of a,(t), respec-
tively, and E represents the expected value. Statistically, ACF
is used to identify the repeating patterns and detect temporal
changes in a time series. Relative to AF, ACF may result in
improved characterization of the near periodicity of cardi-
omyocyte motion. To further emphasize the periodicity char-
acteristics, NPMF may be defined as the spectrum of R(T).

Fi0)=IF(R,{T)] ®

where F represents the Fourier transform, |¢| is the modulus,
and F, is the NPMF of b, as a function of frequency w. NPMF
may be more descriptive than AF or ACF and is similar for
FBs with the same beating rhythm and distinct for FBs with
different rhythm.

The clustering (block 84) after feature extraction may or
may not include a learning step, e.g., may be performed
iteratively. In one embodiment, affinity propagation (AP) is
used to learn the number of clusters and cluster images based
on NPMF. First, an affinity matrix S=[S(i,j)] is constructed,
that contains pairwise affinities between all FB pairs. The
affinity between a pair of FBs b; and b, may be defined as the
Pearson’s correlation coefficient between their NPMFs, i.e.,

SEN=E[F~F)E~FloF)o() Q)

AP is then applied to the affinity matrix automatically
determine the number of clusters and cluster exemplars, and
cluster the FBs around cluster exemplars. This is especially
beneficial for automated and high-throughput analysis
because the number of clusters is usually unknown and dif-
ferent for different data. AP can also be applied to cluster the
FBs when the number of clusters is known. After the clusters
are defined, the foreground pixels are classified (block 86)
based on their affinity to the cluster examplars. A multi-
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resolution strategy may be used to reduce computation. At moved in a similar pattern as region 2 (152) but with different
each level, each FB is assigned to the cluster of the exemplar magnitudes and periods. The ratios r,=f,/f, varied from 1.6 to

with which its affinity value is the highest. Then each FB is 3.4 with a step of 0.2, and the motion magnitude of region 3
checked whether it belongs to the same cluster as its neigh- was %5 of region 2 (152). All data sets contained 1000 time
bors. If so, foreground pixels inside this FB are assigned to 5 frames. Since the reference image contains a dense popula-

that cluster and no further action is needed. Otherwise, the FB tion of cardiomyocytes with no boundaries between moving
is divided into four smaller FBs with equal size. The process and stationary regions (FIG. 8(a)), segmentation based on
is repeated until all foreground pixels are classified. As a texture or image intensity was precluded.
result, each cluster represents a distinct region with synchro- The present approach correctly identified the number of
nous motion. Motion signals are them generated from the 19" Clusters for all datasets as shown in FIG. 8a-d. In both
segmented image data at block 90, such as via PCA. examples, a small set of pixels 160 were misclassified as
FIGS. 5a-5¢ are examples of nearly periodic motion fea- region 1 (150) because the motion of these pixels is small (see
tures of a dataset with two asynchronous beating regions. FIG. 7(b-c)), and their textures are similar to the neighbors.

FIG. 5a is a foreground mask and FIG. 54 indicates fore-
ground blocks with three selected blocks marked 100, 102,

Nonetheless, the misclassified pixels are only a small percent-

L age of the total number of pixels, and thus have negligible

and 104. FIGS. 5¢, 5d, and 5¢ represent the appearance func- effect on the extracted signals. Table 1 summarizes the ratios
tion, autocorrelation function, and nearly periodic motion of correctly classified pixels in all the data sets.
TABLE 1

Rates of correctly classified pixels for synthetic data

Data with 2 regions

(r1) 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0

Accuracy 99.70%  99.70%  99.14%  99.11%  98.88% 99.35% 99.77% 100% 99.83% 100%

Data with 3 regions

(1,r2) 12,16 14,18 1.6,20 18,22 20,24 2.2,2.6 24,28 2.6,3.0 28,32 3.0,34

Accuracy 99.75% 99.69% 99.48% 99.55% 99.47% 99.79% 99.93% 99.91% 99.89% 99.94%

features for blocks 100, 102, and 104 of the dataset depicted In one example of the techniques described herein, six
in FIG. 5b. In FIG. Sc¢, the appearance function 110 corre- 5 motion videos of cardiomyocytes were acquired using a
sponds to block 100, the appearance function 112 corre- microscope. Among them, three were imaged on dense car-
sponds to block 104, and the appearance function 114 corre- diomyocyte populations and 3 on single cell images. The
sponds to block 102. In FIG. 54, the data indicate that blocks datasets had frame rates varying from 15 to 30 frames per
100 and 102 (which correspond to autocorrelation functions second, image sizes from 264x322 to 480x720 pixels, and

120 and 122, respectively) belong to the same synchronous 40 video lengths from several seconds to several minutes.
region, and block 104 (which corresponds to autocorrelation Among them, FIG. 6¢, FIG. 9a, and FIG. 95 contain single

function 124) is a different region. FIG. 6a shows the affinity cells, and the moving cells were identified and segmented
matrix, FIG. 65 shows the clustering results, and FIG. 6c¢ correctly. FIGS. 9c-e show results on the data with dense cell
shows the segmentation result for the same dataset. populations. In these datasets, cardiomyocytes occupied
To provide quantitative results, the techniques were evalu- 45 almost the whole image with non-uniform densities, so fore-
ated using synthetic data sets, which were generated by ground segmentation was not performed. Both FIG. 9¢ and
deforming a reference cardiomyocyte image (shown in FIG. FIG. 9d were correctly segmented into two regions; the first
7(a)) using motion fields derived from real cardiomyocyte one (red) was cells moving in the same rhythm, and the
motion. The motion fields were derived as follows from a data second one (blue) was surrounding tissues with negligible
set with two regions beating in different rhythms. First, the 50 motion. In FIG. 9e, the whole image was correctly clustered
deformations over time were computed using Demons regis- into one connected region except a few isolated small regions
tration. For both regions, masks were generated by threshold- (blue) that had very little motion. FIGS. 5d and 9~/ show the
ing on intensity variation over time, and motion fields inside extracted signals for the five datasets.
the masks during the first beating cycles beating cycle were Technical effects of the invention include assessment tech-
identified and extracted. A periodic sequence of synthetic 55 niques for drug toxicity or effects on cellular characteristics,
motion fields was generated by repeating two sets of motion such as motion. In specific embodiments of the disclosure, the
fields with different periods and magnitudes, Gaussian techniques may be used to assess cells treated with a potential
smoothing, and adding them together. Then an image pharmaceutical treatment. A lack of significant change rela-
sequence was generated by deforming the reference cardi- tive to baseline may be indicative of a lack of toxicity for the
omyocytes image using the synthetic motion fields and add- 60 treated cells.
ing Gaussian noise. Examples of synthetic motion fields are This written description uses examples to disclose the
shown in FIGS. 7(b-¢). Ten data sets were generated with two invention, including the best mode, and also to enable any
synchronous regions (150 and 152) with different beating person skilled in the art to practice the invention, including
frequencies. The frequency of the i region was designated as making and using any devices or systems and performing any
f.. The ratios r,=f,/f, in the ten data sets varied from 1.2103.0 65 incorporated methods. The patentable scope of the invention
with a step of 0.2. Another ten data sets were generated in a is defined by the claims, and may include other examples that

similar way except a third region was included (158), which occur to those skilled in the art. Such other examples are
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intended to be within the scope of the claims if they have
structural elements that do not differ from the literal language
of'the claims, or if they include equivalent structural elements
with insubstantial differences from the literal languages of
the claims.

The invention claimed is:

1. A method for evaluating cellular motion and/or proper-
ties, comprising:

receiving image data corresponding to images of a plurality

of cells;
segmenting the image data into a plurality of clusters based
on a motion pattern associated with the plurality of cells;

extracting a motion signal from the segmented image data
of each respective cluster of the plurality of clusters,
wherein the motion signal comprises a periodic motion
associated with a rhythm frequency of each individual
cluster; and

evaluating at least one of cellular motion properties or

cellular properties based on the motion signal from each
respective cluster.

2. The method of claim 1, comprising measuring an effect
of one or more treatments applied to the plurality of cells
based on the evaluation of at least one of cellular motion or
cellular properties.

3. The method of claim 1, wherein segmenting the image
data comprises:
subtracting stationary components;

extracting features of the image data; and

identifying the plurality of clusters based on the features.

4. The method of claim 3, wherein the image data is divided
into non-overlapping blocks.

5. The method of claim 4, wherein each non-overlapping
block is identified as a foreground block or a background
block based on a proportion of pixels having foreground or
background characteristics.

6. The method of claim 4, wherein extracting the features
of the image data comprises extracting the features of the
foreground blocks.

7. The method of claim 4, wherein each non-overlapping
block comprises a single pixel.

8. The method of claim 3, wherein extracting the features
of'the image data comprises extracting texture-based or inten-
sity-based features of the image data.

9. The method of claim 3, wherein extracting the features
of the image data comprises an auto-correlation function.

10. The method of claim 3, wherein extracting the features
of the image data comprises extracting the spectral profile of
the texture-based or intensity-based features, or an auto-cor-
relation function of the image data.

11. The method of claim 1, wherein a number of the plu-
rality of clusters is not determined before the segmenting.

12. The method of claim 1, wherein the images comprise
frames of a video or a set of sequential periodic images.

13. The method of claim 1, wherein the plurality of cells
comprise at least one of progenitor cells or myocytes.
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14. A computer program provided on one or more tangible
computer-readable media, the computer program compris-
ing:

%1 memory storing executable instructions configured to:

receive image data corresponding to images acquired
over time of a plurality of cells;

segment the image data into a plurality of clusters based
on a motion pattern associated with the plurality of
cells, wherein each individual cluster represents only
a portion of the plurality of cells and wherein the
image data is not separated into motion components
before being segmented into the plurality of clusters;

extract a motion signal from each respective cluster of
the plurality of clusters, wherein the motion signal
comprises a periodic motion associated with a rhythm
frequency of each individual cluster;

evaluate at least one of cellular motion properties or
cellular properties based on the motion signal from
each respective cluster; and

generate an output indicative of the cellular motion
properties of the plurality of clusters.

15. The computer program as recited in claim 14, wherein
the instructions configured to segment the image data into a
plurality of clusters comprise a learning algorithm configured
to iteratively identify potential clusters.

16. The computer program as recited in claim 15, wherein
the learning algorithm is configured to assign each fore-
ground pixel to one of the plurality of clusters.

17. The computer program as recited in claim 14, wherein
the instructions configured to extract a motion signal com-
prise instructions to perform principal component analysis on
image intensity of each individual cluster.

18. An image analysis system, comprising:

an imager configured to optically analyze a plurality of

cells;

data acquisition circuitry configured to acquire images of

the plurality of cells via the imager; and

data processing circuitry configured to:

segment image data from the images of the plurality of
cells into a plurality of clusters based on a motion
pattern associated with the plurality of cells, extract a
motion signal from the segmented image data of each
individual cluster, wherein the motion signal com-
prises a periodic motion associated with a rhythm
frequency of each individual cluster, and evaluate at
least one of cellular motion properties or cellular
properties based on the motion signal of each indi-
vidual cluster.

19. The image analysis system of claim 18, wherein the
circuitry configured to extract the motion signal does not use
motion field data as an input to extract the motion signal.

20. The image analysis system of claim 18, wherein the
image data of each individual cluster comprises non-station-
ary components of the image data.
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